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Synonymous codon substitutions are not always selectively neu-
tral as revealed by several types of analyses, including studies of
codon usage patterns among genes. We analyzed codon usage in
13 bacterial genomes sampled from across a large order of bacteria,
Enterobacterales, and identified presumptively neutral and selected
classes of synonymous substitutions. To estimate substitution rates,
given a neutral/selected classification of synonymous substitutions,
we developed a flexible dN=dS substitution model that allows mul-
tiple classes of synonymous substitutions. Under this multiclass syn-
onymous substitution (MSS) model, the denominator of dN=dS
includes only the strictly neutral class of synonymous substitutions.
On average, the value of dN=dS under the MSS model was 80% of
that under the standard codon model in which all synonymous
substitutions are assumed to be neutral. The indication is that con-
ventional dN=dS analyses overestimate these values and thus
overestimate the frequency of positive diversifying selection and
underestimate the strength of purifying selection. To quantify the
strength of selection necessary to explain this reduction, we de-
veloped a model of selected compensatory codon substitutions.
The reduction in synonymous substitution rate, and thus the contri-
bution that selection makes to codon bias variation among genes,
can be adequately explained by very weak selection, with a mean
product of population size and selection coefficient, Ns ¼ 0.8.
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The redundancy of the genetic code has long provided inves-
tigators a natural dichotomy in which two evolutionary rates

are compared, one for the mutations that cause an amino acid
change and a second for those mutations in coding regions that
do not (1–3). Typically, it is assumed that synonymous changes are
selectively neutral and that therefore they accrue at the underlying
mutation rate (4). Thus, the ratio of nonsynonymous to synony-
mous substitutions dN=dS is expected to equal 1 if there is no
selection on nonsynonymous substitutions. The ratio provides a
simple way of assessing evolutionary pressure on protein coding
sequences, as in principle it can reveal both the magnitude and the
direction of selection on nonsynonymous variants, with values less
than 1 reflecting selective constraint (i.e., negative selection) and
values greater than 1 reflecting an overabundance of nonsynonymous
substitutions (i.e., positive selection) (5). Investigators have a rich set
of methods for estimating dN=dS ratios on the branches of phylog-
enies and sites in the alignment (6–10), and the fundamental ap-
proach, of assessing selective histories using a neutral, synonymous
baseline, is fully baked into evolutionary genetics.
Notwithstanding the prevalence of dN=dS analyses, it has long

been understood that for some organisms, the rate of synony-
mous changes varies in ways that are not consistent with selective
neutrality. Early on, as the database of messenger RNA (mRNA)
sequences began to grow, it was noticed that synonymous codon
usage varied considerably among genes in a species-specific way
and that this pattern correlated with gene expression levels (11–14).
This link between codon usage variation and gene expression is
largely mediated by variation in transfer RNA (tRNA) availability
(15–17). These associations have been observed in prokaryotes and
eukaryotes and have motivated a body of research premised upon

many synonymous substitutions being affected by natural selec-
tion (10, 18–22). Consistent with variation in codon usage among
genes, synonymous substitution rate is negatively correlated with
the degree of unequal codon usage; that is, high codon bias
corresponds with lower substitution rates (23–25).
Given the ubiquity of dN=dS analyses, and the widespread

evidence of selection on synonymous substitutions in many species,
we undertook an approach to dN=dS analysis that introduces a
distinction between selected synonymous codons and nonselected
(i.e., neutral) synonymous codons. This method allows the esti-
mation of the ratio of the nonsynonymous substitution rate to the
rate of strictly neutral synonymous substitutions. We find that in a
large order of bacteria, the Enterobacterales, the strictly neutral
synonymous rate is about 25% higher on average than the selected
synonymous substitution rate. This difference causes a conven-
tional dN=dS analyses to return estimates that are higher by a
similar proportion than when the analysis is conducted using our
method that incorporates rates for both neutral and selected
synonymous codons.

Results
Multiclass Synonymous Substitution Model. The multiclass synony-
mous substitution (MSS) model is an extension of the Muse–
Gaut 94 (MG94) codon-substitution model (7). This model al-
lows for mutational biases that can have a large effect on base
composition (26), on a per gene basis. Codon substitutions are
modeled as a reversible time-homogeneous Markov process,
with the infinitesimal rate generator matrix defined as follows.
Assume that the set of all codons is partitioned into K disjoint
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nonempty subsets (classes), C1, . . .CK; a valid partition further
requires that each subset include at least two synonymous co-
dons. Without loss of generality, designate the first codon subset,
C1, as strictly neutral. The instantaneous rate of substitution
from codon X, composed of nucleotides x1x2x3, to codon
Y   (y1y2y3) is given by one of the following expressions:

1) 0, if X and Y differ by more than one nucleotide.
2) θxyπy, if X ,Y   ∈  C1, X to Y is a synonymous change, and x and

y are the nucleotides being substituted.
3) αkθxyπy, if X ,Y   ∈  Ck, X to Y is a synonymous change.
4) αklθxyπy, if X   ∈   Ck,   Y   ∈  Cl, X to Y is a synonymous change.
5) ω  θxyπy, if X to Y is a nonsynonymous change.

Here, αk is the substitution rate for synonymous codons in
class Ck relative to the strictly neutral substitution rate (for class
C1). ω is the standard nonsynonymous to synonymous rate ratio,
with the important distinction that the synonymous rate here is
defined to encompass only strictly neutral codons (in class C1).
θxy represents the nucleotide substitution rate, and because of
reversibility, θxy = θyx. Because of standard identifiability issues,
we set one of the θxy   (e. g.   ,   θAG) = 1. πy denotes the equilibrium
frequency for the target nucleotide; each position in the codon
gets its own set of frequencies. Frequencies are obtained from
empirical counts using the CF3 × 4 estimator, which corrects
biases introduced by the absence of stop codons in coding
data (27).
When K = 1, the MSS model reduces to the standard MG94

model with the general time reversible–nucleotide component.
When K   >   1, the MSS model includes K − 1 additional pa-
rameters, including αk for relative rates for synonymous substi-
tutions within a “non-neutral” synonymous codon class Ck, and a
variable number of parameters, which represent relative rates for
synonymous substitutions between two synonymous codon clas-
ses Ck and Cl (i.e., αkl). The number of the parameters is variable
because the number of codon classes that can be connected using
one nucleotide synonymous changes depends on the partitioning
of the codons.
Given an alignment and a fixed tree topology, we can fit the

MSS model together with branch lengths using maximum like-
lihood. With K + L − 1 additional synonymous class parameters,
we can conduct K + L likelihood ratio tests to determine which,
if any, of the α rates are significantly different from 1 (the strictly
neutral rate). For multiple tests, we apply the Holm–Bonferroni
correction, which ensures that the family wise error rate is con-
trolled. For each rate parameter, we also estimate an approxi-
mate CI using profile likelihood. The model is implemented in
the HyPhy batch language (9). The computational complexity of
the model is of the same order as that of the standard MG94
model, and it can be fitted to alignments of thousands of se-
quences on a standard multicore computer.

MSS Model Analyses. To identify the set of codon substitutions
least affected by selection, we reasoned that selection for trans-
lational efficiency or accuracy will cause patterns of covariation in
codon usage across genes, with the subset of codons that most
strongly facilitate translation all tending to become more common
in highly expressed genes and those that slow or otherwise impede
translation becoming less common in highly expressed genes.
Then, if translational selection is the primary cause of codon fre-
quency covariation, those codons with frequencies that show the
least covariation across genes will be those least impacted by se-
lection. To identify the dominant pattern of covariation in codon
frequencies, we conducted a factor analysis on the codon frequen-
cies for the 18 amino acids with multiple codons for annotated
genes in each genome of the study. This analysis reveals, for each
genome, the loadings for each codon on the dominant axis of co-
variation in codon frequencies (18, 28). Codons with negative

loadings become less frequent with respect to the dominant
pattern of covariation across genes (Factor 1, denoted F1), while
codons with positive loadings become more frequent. If the pattern
of covariation is caused by selection, then it is the magnitude of the
association that signals the strength of selection, and the actual sign
of F1 loading is not informative (i.e., codons with positive loadings
simply become more common in some genes and less in others,
with the reverse pattern for codons with negative loadings). Codons
were sorted by mean absolute value of F1 loading for each of the
genomes to identify those that consistently showed little covariation
and could thus serve as presumptive neutral codons.
Analyses were conducted with 13 genomes that were selected

to sample the breadth and depth of the order Enterobacterales
(29). The rankings of codons, by absolute F1 loadings, were similar
across genomes, and they revealed two fourfold redundant amino
acids, alanine and valine, that consistently had all codons among
those with the lowest ranks. These eight codons were placed into
the neutral group and the remainder in the selected group. Since
there are no synonymous substitutions possible between the two
groups defined this way, the MSS model as described above has
just one additional parameter relative to the standard MG94
model, which is the relative rate of synonymous substitution in the
selected codon group, αs.
The MSS model invokes a partition of the synonymous sub-

stitution rate dS into two components: the neutral synonymous
rate, dSn, and the selected synonymous rate, dSs; it yields esti-
mates of the ratio of the nonsynonymous rate to the synonymous
neutral rate, dN=dSn. For comparison, we also analyzed each
gene under the MG94 model (7), which provides the “standard”
dN=dS estimates, and we simulated data sets under the MG94
model for each gene using the estimated dN=dS values obtained
with MG94 on the same gene. If the model performs as expected,
then under a simulation in which all synonymous codons are
neutral (αs = 1), the estimated dN=dSn rate should be the same as
the estimated dN=dSn rate. We then estimated dN=dSn values
under the MSS model for each set of simulated data. Fig. 1A shows
dN=dSn estimates for each of the 1,613 genes plotted against the
corresponding actual estimated dN=dS value, using robust Theil–
Sen regression. The regression slope was effectively 1 (actual value
1.005, r2 = 0.85), the mean of estimated αs (i.e., dN=dSn) values
was 1.02 (SD 0.15), and 4.8% of the simulated datasets rejected the
null hypothesis at αs =   1 (at P ≤ 0.05)—all nominal behaviors for
the test. Note that because we are estimating dSn from a smaller
“effective” sample size (only ALA and VAL synonymous changes),
we expect there to be a loss of efficiency (higher sampling variance)
under the MSS model when the data are generated with the MG94
model. Indeed, the root mean square error for MG94 in estimating
dN=dS was 0.0069 and for MSS, it was 0.013.
We also wished to confirm that our factor analysis is identi-

fying a pattern of covariation among codons that covaries with
gene expression, which would be expected if gene expression were
a key driver of F1. To do this, we used the mean expression level
observed in an RNA sequencing (RNA-seq) study of Escherichia
coli (30) and calculated the rank correlation between codon fre-
quency and the reported measure of gene expression (the geo-
metric mean of FPKM [Fragments Per Kilobase of transcript per
Million mapped reads] across different samples) across all of the
genes. Fig. 1B shows a strong correlation of these values with F1
loadings for the 59 codons (r = −0.79). A correlation is expected if
the dominant pattern of covariation captured by factor analysis is
associated with gene expression, as those codons that covary the
most with gene expression should also show the most extreme F1
loadings (the actual sign of the association, which happens to be
negative in Fig. 1B, is not informative). Highlighted in Fig. 1B are
ALA and VAL codons, all of which are near the origin on both
axes. Fig. 1C shows the FPKM values for each gene plotted
against the F1 scores. Again, an association is expected if gene
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expression is driving the dominant pattern of codon frequency
covariation, as high (or low) gene expression will cause a gene to
use primarily a subset of codons with high absolute loading on

F1, and this will cause that gene to have a high absolute F1 score.
The association is not as clear as for codon frequencies but is
highly statistically significant (r = 0.23,   p< 0.000001). This pattern
is fully consistent with previous reports of correlation between co-
don frequencies and gene expression in E. coli (31). Thus, despite
high levels of linkage disequilibrium and clonal interference in
natural populations (32), evidence strongly supports selection on
codon usage in E. coli.
The MG94 model is nested within the MSS model, and we can

assess the effect of including two classes of synonymous substi-
tutions directly by comparing estimates of dN=dS (MG94) with
dN=dSn (MSS). The nonsynonymous rate in the numerator of
both models is the same (MSS and MG94 return nearly identical
values of nonsynonymous tree lengths). Fig. 2A shows this rela-
tionship, revealing a strong linear component with a slope of
0.785 (r2 = 0.838, using the Theil–Sen regression), and Fig. 2B
shows the distribution of estimates under both models. We find
that values of dS=dSn (calculated by taking the ratio of estimates
of dN=dSn and dN=dS) have a mean value of 0.800 (95% CI
0.715 to 0.878, Fig. 2C). Values less than 1 are expected if in fact
dS< dSn because dS results from a mixture of neutral and se-
lected synonymous substitutions. The hypothesis of neutrality of
selected synonymous substitutions was rejected by the likelihood
ratio test (MG94 versus MSS, 1  df ,   p< 0.05) for 919/1,613 genes
(57%) or for 846/1,613 genes (52.4%) using the Benjamini–
Hochberg false discovery rate procedure at q = 0.05 (33). In all
but 6 of the 919 significant test cases, dSs=dSn was less than 1.
The MSS model was also preferred to the MG94 model by an in-
formation theoretic goodness of fit criterion [small sample Akaike
information criterion (AICc) (34)] for 1,222/1,613 (75.8%) of the
alignments, with a median AICc improvement of 6.01 points
(Fig. 2D).
The choice of codons to be placed in the neutral set has a

strong impact on rate inference. To illustrate this, we applied an
alternative MSS model using two other fourfold degenerate
amino acids (threonine and proline) with high absolute F1
loadings (SI Appendix, Table S2). As expected, the mean esti-
mate of dSs=dSn under this model is greater than 1 (SI Appendix,
Fig. S3) because the proposed neutral set is now evolving at a
rate slower than the average synonymous substitution; this model
has a worse fit to the data (compared to the Alanine–Valine
model using AICc) on 1,263/1,613 (78.3%) of the alignments.
To assess the impact of using the MSS model on inferences of

positive selection on nonsynonymous sites, we adapted the
BUSTED (Bayesian UnreStricted Test for Episodic Diversifi-
cation) method (35) for identifying episodic diversifying selec-
tion to include an alignment-wide parameter for the dSs=dSn
ratio. BUSTED fits a random-effects model to sites and branches,
where multiple dN=dS ratios are drawn independently from a
three-bin discrete distribution of values. The likelihood function is
computed by summing over all possible assignments of rates to
branches/sites, and hyperparameters of the rate distribution (three
values of dN=dS and two weight parameters) are estimated by
maximum likelihood. Positive selection is inferred if the unre-
stricted model has a nonzero weight assigned to the positive rate
class (denoted dN=dS> 1) and if the likelihood ratio test with a
nested null model (in which the dN=dS values for all rate classes
are not greater than 1) returns a significant result. Under
BUSTED with MSS, these analyses are conducted with respect
to dN=dSn rather than dN=dS. We assessed the false positive rate
for 400 alignments simulated under strict neutrality (dN=dS = 1)
under BUSTED-MSS using fits to 10 randomly selected bacterial
alignments to obtain other simulation parameters (branch lengths,
nucleotide biases, and alignment lengths). BUSTED-MSS did not
show excessive false positive rates, with the empirical false positive
rate of 0.037 at P = 0.05 and <0.003 at P = 0.01.

Fig. 1. (A) Results of MSS analysis of data simulated under MG94. (B) As-
sociation between the correlation of codon frequency and gene expression
(FPKM) and F1 loadings for E. coli genes (r  =   − 0.80,   p  <   0.00001). (C)
Association between gene expression (FPKM) and E. coli F1 gene scores
r = 0.23,   P < 0.000001.
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We compared gene classifications made by BUSTED under
both MSS and MG94 and observed that consistent with expec-
tations, the estimated positive selective component had a lower
maximum likelihood point estimate of dN=dSn under MSS, relative
to dN=dS under MG94, for the majority of genes (1,083 genes,
67.1%, Fig. 2E). There was also an increase in P values for the
positive selection test under the MSS model, with 1,151 (71.4%)
genes showing this pattern, suggesting that the evidence for positive
selection is generally weaker under the MSS model.

Under BUSTED, the MG94 and MSS models differed on
findings of selection in 164 (10.2%) of the datasets, with MSS
finding no evidence of selection in 109 datasets, when BUSTED
with MG94 did, and 55 datasets where the opposite held
(Fig. 2F). The differences include a roughly equal number of
genes in which very strong support was found under one model
but not the other (P value went from P < 0.001 to P > 0.2). There
were six cases where selection was indicated with MG94 and
little support was found with MSS and nine cases in the other
direction (SI Appendix, Table S3).

Fig. 2. (A) The results of the MSS model dN=dSn compared to the MG94 (dN=dS)model across 1,613 gene alignments. (B) Violin plots of the values used for A.
(C) Histogram of the ratio of the selected synonymous rate to the neutral synonymous rate for 1,613 genes. (D) The relationship between dSs=dSn and small
sample Akaike information criterion (AICc) differences between mG94 and MSS; red points represent datasets where the likelihood ratio test rejected the
hypothesis of neutrality of selected synonymous substitutions (P ≤ 0.05). (E) Point estimates for the dN=dS ratio of the positive selection component of
the model, classified by how the two models classified the gene. (F) P values for the episodic selection likelihood ratio test. Points shown in red are for the
datasets where the BUSTED under MG94 is preferred to BUSTED under MSS by AICc.
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We can use the relationship between MSS and MG94 models
to estimate a quantity θ; the proportion of synonymous substi-
tutions that are neutral. Thus, we let dS be apportioned into
neutral and selected components, dS =   θ  dSn + (1 − θ)dSs. For
each gene, we have direct estimates of dSs=dSn (Fig. 2C), which
are given by the αs parameter, and, with ω ratio estimates from
the MSS (dN=dSn) and MG94 (dN=dS)models, we can compute
dN
dSn=

dN
dS   =   dSdSn = θ  dSn+(1−θ)dSs

dSn . An overall estimate of θ can be
obtained by casting this as a linear regression of form
dS
dSn = (θ − dSs

dSn)=(θ − 1), which yields a nearly perfect line with
θ = 0.1896 (Fig. 3A). Thus, about 81% of the synonymous sub-
stitutions that occur are in the selected class, on average. The
same regression performed on 10,000 bootstrap samples yields a
95% percentile interval on the θ estimate of 0.1844 to 0.1958.
The value of 81% appears reasonable given the fact that the
eight codons in the neutral class are for two common fourfold
degenerate amino acids (i.e., alanine and valine, 12 total syn-
onymous pairs) and that the remaining degenerate amino acids
are a mix of two-, four-, six- and threefold redundancies (75 total
synonymous pairs); that is, about 84% of all synonymous pairs
are in the selected class.

Estimating the Strength of Selection on Synonymous Substitutions.
Unlike nonsynonymous substitutions, synonymous substitutions
have only a small number of alternative states at any position.
This, and the fact that a codon can only be favored (or dis-
favored) in relation to another synonymous codon, suggests that
the mode of selection on non-neutral synonymous substitutions
will be roughly equal parts positive and negative. Here, we de-
velop expressions for relative (selected to neutral) substitution
rates for a simple haploid model. Consider a twofold redundant
amino acid that alternates substitutions between a favored codon
(selection coefficient s) and a disfavored codon (−s). Then, as-
suming that s ≪ 1, the probability of fixation is approximately
p(s) =   2s

1−e−2Ns (36), where N is the effective population size.
Given a mutation rate u, the mean waiting time to the next
substitution, with alternating favored and disfavored substitu-

tions, will be 1
2 ( 1

u  p(s) + 1
u  p(−s)). The corresponding substitution

rate for a strictly neutral twofold redundant site will be u=N.
Thus, the ratio of selected to neutral substitution rates for two-
fold sites is given by the following:

dSs(2fold)
dSn(2fold)

= 2( 1
u  p(s) + 1

u  p(−s))/
u
N

= 4Nse2Ns

e4Ns − 1
.

For fourfold sites, we consider the case of two favored and two
disfavored codons, so that one-third of the mutations would be
strictly neutral (i.e., mutations within either class) and two-thirds
would be selected. The mean waiting time to the next neutral
change would be 3 N=u, while the mean waiting time to the next
selected change would be 3

4  ( 1
u  p(s) + 1

u  p(−s)) . Then, total substitu-
tion rate at this site (neutral and selected) would be the sum of
the inverses of these values, and the ratio of this to the corre-
sponding rate at a strictly neutral fourfold site is given by the
following:

dSs(4fold)
dSn(4fold)

=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ u
3N

+ 1
3
4 ( 1

u  p(s) + 1
u  p(−s))

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠/u
N

= e4Ns + 8Nse2Ns − 1
3(e4Ns − 1) .

For both twofold and fourfold sites, this simple model predicts
the rate of synonymous substitution under selection relative to
that of a strictly neutral site as a function of Ns, which is the
product of effective population size and selection coefficient.

Fig. 3A shows a plot of these relative rates as a function of Ns
for both models and for an average of the two models. The average
can be taken as an approximation for what would be expected for

Fig. 3. (A) The ratio of selected to neutral rates from the MSS model plotted
against the ratio of the MSS model dN=dSn to the MG94 dN=dS. (B) Plots of
the selected rate ratio for three classes of codons (twofold, fourfold, and
mixture). (C) Histogram of estimated Ns values obtained using the mixture
model as a function of observed estimates of dSs=dSn for 1,613 genes.
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a gene that is a roughly even mixture of twofold and fourfold
sites, as well as sixfold sites (which are themselves similar to a
mix of twofold and fourfold sites).
The striking feature of the model predictions is that the

amount of selection needed to account for our estimated values
of the ratio of the selected synonymous substitution rate to the
neutral synonymous substitution rate is quite small. Those esti-
mated rates had a mean of about 0.8, corresponding to rate ratios
less than 1. If we treat the rate ratio for actual genes as falling
under the mixture model (i.e., a mix of twofold and fourfold sites),
we can estimate Ns for each of the genes using the maximum
likelihood estimates (MLEs) of the selected to neutral ratio. As
shown in Fig. 3B, the mode of the inferred ratio distribution is at
0.8, with a few genes approaching Ns = 2.0 (the peak at Ns = 0
corresponds to those genes with an estimate of dSs=dSn greater
than or equal to 1). By applying the same mapping of the 95% CI
of the selected to neutral ratios to the mixture model, the corre-
sponding CI of the Ns estimates had a mean width of 0.24.

Discussion
Our understanding of selection on nonsynonymous substitutions
is based on properly defining the neutral reference. Here, we
show that a neutral reference based on a carefully selected subset
of synonymous substitutions provides a significant improvement
of fit for the majority of genes and an overall reduction in the
estimated relative rate of nonsynonymous substitutions. If the
overall synonymous rate in these bacteria is actually lower than
for strictly neutral substitutions (e.g., 80% of the rate that has
been estimated under the MG94 model where all synonymous
codons are neutral), then the necessary corollary is that purifying
selection on nonsynonymous changes is about 25% more effec-
tive than previously thought (i.e., 1=0.8  = 1.25). This calibration
will also affect some cases of apparently high adaptive substitu-
tion rates (i.e., dN=dS> 1), which may fall below 1 if dSn were
the denominator. We did not observe any cases of such high
gene-wide dN=dS in this study, but we did find that an analysis of
episodic positive selection had a substantial effect, with about 1
in 11 findings of positive selection found under MSS that were
not inferred under MG94, as well as many findings of the
reverse pattern.
The approach of using patterns of covariation in codon fre-

quencies across genes will classify codons without regard to the
underlying causes of that covariation. These are expected to
include selection on gene expression levels, with high expression
genes having more selection on codon usage. It may also include
effects related to gene length, such that longer genes are selected
for a certain pattern of codon usage, consistent with translational
accuracy (37, 38). However, to the extent that substitutions be-
tween alanine codons and between valine codons are not strictly
neutral, our estimate of dN=dSn will be an overestimate because
the denominator, dSn, is an underestimate of the strictly neutral
rate. Our approach does not address the fact that individual
synonymous changes can, under some circumstances, come un-
der strong selection. For example, synonymous substitutions may
come under strong selection due to transcript secondary struc-
ture (39, 40), or in the case of eukaryotes, the effects on intron
splicing (41, 42).
The difference we have estimated between dS and dSn can be

accounted for by selection on synonymous variation that is ex-
tremely weak, with a mean Ns value of 0.8. It is noteworthy that
this value is less than 1, the value of Ns at which selection is
conventionally taken to become effective (43, 44). Our results
are consistent with previous modeling, which show that even
selection as weak as Ns ∼1 can have a large effect on synonymous
substitution patterns and thus codon bias (45, 46).
One class of analyses that may suffer from a strong reliance on

an assumption of strict neutrality for synonymous substitutions
are those that take dN=dS estimates as indicators of the effective

population size, N (47–49). As population size increases, more
efficacious selection is expected to lower dN and thus dN=dS if
selection on nonsynonymous mutations is largely purifying. But if
synonymous substitutions are also selected, then the ratio may
not be very sensitive to changes in population size. If most syn-
onymous substitutions actually have slight effects on fitness, then
both dN and dS will covary negatively with effective population
size, and the response of dN=dS to changes in population size
will depend on the relative numbers of the different types of
mutations that fall near the margins of what can be modulated by
selection. We can estimate the impact on estimates of N by
drawing upon the relation dN

dS = 2s
1−e−2Ns (50, 51). Then, a scalar f

can be estimated from dN
dS=

dN
dSn = 2Ns

1−e−2Ns( )= f   2Ns
1−e−f   2Ns( ) . With our es-

timated mean of the ratio on the left of 0.8, we obtain f̂ = 1.069.
Thus, the reduction in the estimated substitution ratio corre-
sponds, on average, to about a 7% inflation of the Ns when using
the MG94 compared to what is obtained under the MSS model.
Another type of analysis that depends strongly on dN=dS is the

estimate of the adaptive substitution rate or α, using the relation
α = 1 − dS  pN

dN   pS (52), where pN and pS are counts of polymorphic
sites (nonsynonymous and synonymous, respectively) within
species. An estimate of α = 0.56 has previously been reported for
E. coli (53). Given our mean estimates of dN=dS under MG94
[0.067, similar to the value of 0.074 estimated along with α for
E. coli (53)], we obtain an estimate of polymorphism ratio,
pN=pS = 0.0386. With this ratio and using the mean of dN=dSn
under MSS (0.052), we obtain the following:

αMSS = 1 − dSn  pN
dN   pS

= 0.26.

This example yields a 54% reduction in α (i.e., 0.56 versus 0.26),
suggesting that an improved estimate of relative nonsynonymous
substitution rates can have a large effect on estimates of the rate
of adaptive amino acid substitutions.
In addition to describing genome-wide selective patterns on

synonymous substitutions, the MSS framework is easily extended
to other applications. If the partitioning of codons into groups is
available using external sources of information, the MSS model
can be incorporated into dN=dS based selection tests at the level
of genes (35), sites (54), and lineages (55). Recent work in this
area has revealed that many standard assumptions, such as con-
stant rates of synonymous substitution among sites (56), absence
of instantaneous multinucleotide changes (57), and single dN=dS
ratio for all pairs of amino acids (58), are often rejected by bio-
logical data. A more precise definition of the neutral subset of
synonymous substitutions is likely to have an effect on fine-grain
selection inference. Another avenue for development could be
learning the sets of synonymous substitutions from the data, via a
suitable technique for exploring large sets of discrete models, for
example, genetic algorithms (58).

Methods
Fourteen genomes were selected from across the breadth and depth of a
phylogeny for 179 members of the Enterobacterales (29), a large order of
gram-negative bacteria that includes many enteric species, including E. coli.
For each genome, a factor analysis was carried out on a table of codon
frequencies across genes in order to identify the largest factor of covariation
in codon frequencies across genes (18, 28). To prepare this table, each gene
for which coding sequences were listed in the genome GenBank file (files
links are given in SI Appendix, Table S1) was reduced to a set of codon
frequencies for the 59 codons of the 18 amino acids that utilize multiple
codons (i.e., excluding tryptophan and methionine). Genes were included
only if the following criteria applied: 1) coding sequence length was a
multiple of 3; 2) no early stop codons; 3) all 18 amino acids with multiple
codons were represented at least once; and 4) there were at least 100 co-
dons in the sequence. Factor analysis was carried out using the factoranalysis
module of Scikit-learn version 0.22.1 for the Python programming language,
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version 3.7.6. For each codon, the absolute value of the loading on the
principal factor was taken to reflect the overall level to which the codon
covaried in frequency with other codons and thus reflect the action of those
sources of natural selection that cause such patterns of covariation. SI Ap-
pendix, Fig. S1 shows these factor loadings for all of the genomes, with
codons sorted by their mean loading across species. For the most part, the
loadings are strongly correlated across different genomes (SI Appendix, Fig.
S2). As shown in SI Appendix, Figs. S1 and S2, the loadings for Shimwellia
blattae showed much less similarity to the others (lower pairwise correla-
tions), and this genome was excluded from further analyses.

If, as often reported, variation among genes in expression levels is a major
driver of patterns of covariation in codon frequencies among genes (19, 59),
then the F1 loadings should be correlated with gene expression. To examine
this, we used FPKM values recorded from RNA-seq analysis in E. coli. We fo-
cused on data from a study that recorded RNA-seq data for E. coli K-12 sub-
strain MG1655 under 28 conditions (30). For each of 3,233 genes, the
geometric mean of FPKMwas calculated across the 28 RNA-seq analyses. Then,
for each of the 59 codons, the Spearman correlation between the geometric
mean FPKM for each gene and codon frequency for each gene was calculated
and plotted against F1 loadings for each codon (Fig. 1B).

From the F1 loadings, we identified those amino acids that had multiple
codons showing the lowest mean absolute factor loadings. Synonymous
substitutions between these codons are candidates for not being subject to
the kinds of selection that affect codon usage, while in contrast synonymous
substitutions among codons with high absolute loadings are expected to be
those that drive the patterns of covariation detected by factor analysis.
However, an important limitation of this approach is that it highlights codons

themselves and not substitutions between codons. A codon per se can be
neither neutral nor selected. For this reason, we focused on amino acids for
which all of the codons have low rankings, for it is in these cases that we
expect that all of the substitutions between the codons would be neutral. As
shown in SI Appendix, Table S2, the two amino acids with the lowest mean
ranking among their respective codons were both fourfold degenerate
(alanine and valine).

For each gene that was represented in at least four of the 13 genomes
(1,613 genes), alignments were generated for the amino acid sequences using
MAFFT (60) with the Blosum80 substitution matrix and the “globalpair”
option. Phylogenies were then estimated for each gene using RAXML-NG
(61) with the GTR+G model and the MSS model fitted to the alignment and
the phylogeny using HyPhy 2.5 (9, 27). To assess the quality of rate estimates
under the MSS model, data were simulated under the MG94 model with
true dN=dS values using HyPhy (Fig. 1A).

Data Availability. The MSS code is available at https://github.com/veg/hyphy-
analyses/tree/master/MulticlassSynonymousSubstitutions (62). Alignments,
tree topologies, parameter estimates and other values used in preparation
of this paper are available from https://data.hyphy.org/web/MSS (63).
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